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Abstract

Cycles that cross two or more boundaries between disciplines in the co-authorship
graph for all of science are used to set upper limits on the number of co-authored pa-
pers required to cross 15 disciplines or subdisciplines ranging from macroeconomics to
neurology. The upper limits obtained range from one (discrete mathematics, macroe-
conomics and nuclear physics) to six (neuroscience). The 15 disciplines or subdis-
ciplines examined form a “small world” with an average separation of only 2.0 co-
authorship links. It is conjectured that the high-productivity, high average degree
centers of all scientific disciplines form a small world, and therefore that the diameter
of the co-authorship graph of all of science is only slightly larger than the average
diameter of the co-authorship graphs of its subdisciplines.

Keywords: Cross-displinary brokers; Field mobility; Graph centrality; Graph diameter;
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1 Introduction

Numerous studies have now confirmed the finding of Newman (2001, 2004) that the co-
authorship graphs of many scientific disciplines can be characterized as “small worlds”
comprising many dense clusters of researchers separated by relatively short (mean length



[ <10) minimum paths (reviewed by Mali, Kronegger, Doreian and Ferligoj, 2012). Despite
over two decades of efforts to make the world of science as a whole more interconnected
by encouraging inter-, multi- or trans-disciplinary collaborations, however, the research
enterprise remains organized into disciplines (Jacobs and Frickel, 2009). Global maps of
science constructed from citation data, for example, consistently show clear disciplinary
clusters separated by relative distances consonant with traditional divisions between phys-
ical, biological and social sciences, with mathematics occupying an uncertain periphery
(Borner, Chen and Boyack, 2003; Moya-Anegén et al., 2007; Klavans and Boyack, 2009;
Rafols, Porter and Leydesdorff, 2010). Newly-emergent disciplines such as cognitive science
or bioinformatics rapidly establish lineage-based hierarchies, specialist journals, distinctive
curricula, and other barriers to entry. One common explanation for the resiliance of dis-
ciplinary organization appeals not just to institutional structure but to research efficiency.
Lambiotte and Panzarasa (2009), for example, suggest that “successful science production
will therefore be organized into a disproportionately large number of cohesive collaborations
among scientists with homogeneous knowledge within the same community, and relatively
few brokered collaborations among scientists with heterogeneous knowledge across different
communities” (p. 188); Jacobs (2013) similarly argues that its organization into disciplines
is a critically important enabler of the research enterprise. There being relatively few
cross-disciplinary collaborations is consistent with the common view that cross-disciplinary
brokers are relatively “weak links” between otherwise separate disciplines, and that the
sparsity of such links keeps researchers in different disciplines relatively distant, when com-
pared to researchers in the same discipline, in the co-authorship graph spanning all of
science.

How much more distant are researchers in different disciplines - psychology and physics,
for example - compared to researchers in a single discipline? The size of the co-authorship
graph for all of science renders a direct approach to this question combinatorially explo-
sive and hence computationally infeasible. If one restricts consideration to the elite sample
comprising Nobel laureates, however, a partial answer is provided by their Erdés numbers,
their distances from the late Paul Erdds in the connected component of the co-authorship
graph for all of science. Since 1990, the average FErdés numbers for the incomplete sam-
ple of Nobel laureates for whom Erdds numbers are available (De Castro and Grossman,
1999; see http://www.oakland.edu/enp/erdpaths/ for more current data) range from four
for economists and biomedical scientists to five for physicists and six for chemists (data
from http://www.oakland.edu/enp/erdpaths/, accessed January - June, 2014). One can
conclude, therefore, that these Nobel laureates in economics and biomedicine, for example,
are separated from each other by no more than eight co-authors on average, less than the
mean distances between authors within either computer science (Newman, 2001) or soci-
ology (Moody, 2004) during the relevant period. Erdés and his immediate collaborators
are all, moreover, mathematicians specialized in discrete mathematics; hence only two or
three co-authorship links, on average, separate one of these Nobel laureates in economics
or biomedicine from the boundary between his field and discrete mathematics. Given that
Nobel laureates are plausibly regarded as “centers” of scientific productivity and collabora-
tion within their disciplines, their proximity to the boundaries of their respective disciplines



suggests that when embedded in the co-authorship graph for all of science, these disciplines
have at least one dimension, the one connecting the “center” defined by the examined Nobel
laureates to discrete mathematics, that is narrow. If all disciplines have such narrow di-
mensions, and if these narrow dimensions are proximate to each other, the center of science
as a whole might be small.

To provide a quantitative measure, let us restrict attention to paths in the co-authorship
graph in which every vertex represents a distinct author and every edge represents a distinct
publication, and define the “width” of a discipline along such a path P as the number of
co-authorship steps and hence distinct authors and publications required to cross that
discipline on P. The “minimum width” of a discipline is then the smallest such number,
i.e. the discipline’s width along the shortest such path. The minimum width of a discipline
clearly depends on the number and distribution of cross-disciplinary brokers within that
discipline; if brokers are few and mutually distant, the minimum width may be larger than
the average distance between researchers in the discipline, but if brokers are numerous or
tightly clustered, it may be smaller. Any discipline can, moreover, be wide when measured
along some paths and narrow when measured along others. The longest dimension of any
graph G is its diameter d(G), defined as the length of the longest of the minimal-length
paths between two vertices of G; intuitively, d(G) is the shortest distance between the two
most-separated vertices of G (for this and other graph-theoretic concepts, see Diestel, 2010,
or for a briefer, application-specific summary, Borner, Sanyal and Vespignani, 2007). Any
path in G with length greater than d(G) is clearly not a minimal path between its endpoints;
hence d(G) provides an upper limit for the minimal width of any graph G. The diameter
of the connected component of mathematics in the early 2000’s was about 20 (Grossman,
2005), while the diameters of physics, biology and computer science were 20, 24 and 31
respectively (Newman, 2001); these numbers provide upper limits for the widths of interest
here.

The present paper examines the idea that scientific disciplines might have a narrow dimen-
sion - one even smaller than the average separation between researchers - by measuring the
widths of various disciplines along paths that cross disciplinary boundaries in the giant con-
nected component of the co-authorship graph of all of science. It shows that subdisciplines
as diverse as cognitive science, virology and quantum computing can be crossed in three
to five co-authorship links, often into an altogether different discipline. On such paths,
up to one third of the authors may be cross-disciplinary brokers who co-author papers,
often with considerable regularity, in more than one discipline. These cross-disciplinary
brokers are, moreover, often Nobel laureates or other prominent researchers who are natu-
rally regarded as “central” to their disciplines. These results suggest a picture of disciplines
as narrow and porous near their highly-productive centers, and broader and more firmly
bounded away from their centers. As discussed further below, cross-disciplinary brokers
create this narrowness and porosity by clustering near centers of productivity. In this pic-
ture, the world of science is richly interconnected and hence “small” for researchers near the
highly-productive, porous centers of disciplines, but potentially much larger for researchers
located far from disciplinary centers. The porosity of and interconnections between disci-



plinary centers suggest, moreover, that the world of all of science - at least as represented
by its co-authorship graph - may be not much larger than the world of any particular
discipline.

2 Data and Methods

The present analysis focuses on closed paths in the co-authorship graph of all of science; in
graph theory, such paths are termed cycles. Cycles are chosen for analysis over open paths
for two reasons. First, cycles are indicators of robust connectivity within graphs. Any
connected graph exists somewhere on the architectural spectrum between a tree, in which
any two vertices are connected by exactly one path and hence there are no cycles, and a
complete graph, in which every vertex is directly connected to every other vertex and every
path is either a cycle or an embedded component of a cycle (compare Fig. 1A and Fig. 1B).
Graphs with large numbers of cycles are more resistant to disconnection by the removal of
individual edges, and hence are in a natural sense more robust. Second, any co-authorship
cycle must, by definition, enter a discipline through one author and leave through another
(Fig. 1C). Hence cycles provide width measurements for every discipline they enter, unlike
open paths that provide no width information for the disciplines in which they begin and
end. An analysis of discipline-crossing cycles is, therefore, more efficient than an analysis
of open paths for the graphic presentation of width information.
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Fig. 1: A) A tree on 5 vertices. B) The complete graph on 5 vertices. C) Schematic co-
authorship 7-cycle crossing three disciplines (bounded by dashed lines) X, Y and Z.
Vertices labelled a, b and ¢ represent cross-disciplinary brokers. Each broker “straddles
the border” between two disciplines.

For the present purposes, a cross-disciplinary broker is defined as someone who has pub-
lished co-authored papers in more than one discipline, and hence has co-authorship connec-
tions extending into at least two disciplines. As shown schematically in Fig. 1, moreover,
disciplines intersect only at such brokers; if there are no cross-disciplinary brokers present,
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the co-authorship graphs of distinct disciplines do not touch. A thorough analysis of the
timing of publications within a given author’s career, and hence a rigorous distinction be-
tween authors who work in two or more disciplines in sequence and those who pursue work
in multiple disciplines in parallel or who collaborate across disciplinary boundaries only
occasionally is not attempted; some specific cases are discussed below. Consistent with
this focus on cross-disciplinary authors, all papers are assigned to a single discipline in the
present analysis, including papers that employ methods or techniques from one discipline
to answer a question posed in another. Papers are assigned to disciplines based on their
content, not on the disciplinary backgrounds or departmental associations of their authors
or the nominal discipline of the journal or proceedings in which they are published. In
most cases, for example “High-spin states above 3.5 MeV in “'Nb” (Fields et al., 1978),
a paper authored by staff of a nuclear physics laboratory and published in the journal
Nuclear Physics, these latter indicators suggest a disciplinary assignment consistent with
that inferred on the basis of content. In other cases, however, this correspondence be-
tween indicators of disciplinarity breaks down. The 1996 paper “Orchestrated reduction
of quantum coherence in brain microtubules: A model for consciousness” by neurologist
Stuart Hameroff and cosmologist Roger Penrose, for example, was published in the jour-
nal Mathematics and Computers in Simulation, an unusual venue for a paper proposing a
structural-biochemical analysis of conscious awareness and relating it to data from anes-
thesiology. This paper is, however, well-known in its field and has garnered 585 citations.
Other cases in which the disciplinary assignment of a paper might be considered unusual
or controversial are discussed below, in the contexts of the co-authorship graphs in which
they are included. All papers considered are included in the References so that their titles
and places of publication may be examined.

The number of cross-disciplinary brokers identified by this method can be expected to
increase with the number of distinct disciplines to which papers are assigned; distinguish-
ing disciplines too finely, therefore, carries the risk of artifactually inflating the number of
“brokers” identified. To minimize this effect, cycles were sought that cross at least one of
the boundaries separating the 16 “consensus” disciplines identified by Klavans and Boyack
(2009), for example, from Physics to Biology or Social Sciences to Computer Science. To fa-
cilitate the discussion, subdiscipline labels such as “molecular biology” or “nuclear physics”
are used; cases in which more than one subdiscipline of a Klavans and Boyack consensus
discipline are included in the analysis are discussed explicitly.

Co-authorship data were obtained by manual searches of Google Scholar”between Jan-
uary and June, 2014. Primary and secondary research papers, review articles, research-
based science-policy papers and scholarly books were included in the analysis; otherwise-
unpublished technical reports, textbooks, joint editing of collections, and editorial or opin-
ion pieces were not included. As the goal was to efficiently discover short cycles in the
co-authorship graph that cross one or more disciplinary boundaries, co-authorship paths
leading either from or back to cross-disciplinary brokers known to the present author were
followed preferentially. The co-authorship cycles discussed below are not, therefore, claimed
to be representative in any way; they are rather illustrative examples of discipline-crossing



cycles that allow upper limits to be placed on the minimum widths of the disciplines being
crossed.

It should also be noted that any analysis of the co-authorship graph systematically under-
reports the extent of inter- or cross-disciplinary research by discounting all single-author
papers, and in particular, all single-author papers in a discipline other than the single
author’s primary discipline. As the proportion of single-author papers in the sciences and
mathematics has been decreasing over the past several decades (Porter and Rafols, 2009),
the effect of this bias is expected to be small.

The citation counts reported were obtained from Google Scholar’in early June, 2014.

3 Results

It is widely recognized that all newly-emergent subdisciplinary specializations require cross-
disciplinary brokerage as defined here; the scientists who founded the subdiscipline of nu-
clear physics in the mid-20"" century, for example, all began their careers either in some
other area of physics, or in a different Klavans and Boyack (2009) discipline altogether, such
as Chemistry (e.g. Eugene Wigner) or Mathematics (e.g. John von Neumann). Newly-
emerging disciplines are, therefore, good places to look for cross-disciplinary brokers. One
of the most prominent subdisciplines to emerge in recent decades is molecular biology, the
study of biological outcomes of biochemical manipulations, primarily manipulations of nu-
cleic acids. While molecular biology is generally considered part of the Klavans and Boyack
discipline of Biology and its methods are now routinely employed throughout the biological
and medical sciences, it contains substantial contributions from Biochemistry and academic
departments combining molecular biology and biochemistry are not uncommon. Figure 2
shows overlapping 7- and 8-cycles that cross between molecular biology and nuclear physics
three times. Nuclear physics has width four in both the upper and lower cycles and hence
a minimal width of at most four. Molecular biology has width four in the upper cycle and
three in the lower cycle, showing that distinct paths across a discipline can, as would be
expected, confer distinct widths.
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Fig. 2: Overlapping 7- and 8-cycles in which molecular biology has widths of four
(upper cycle) and three (lower cycle) and nuclear physics has width four in both
upper and lower cycles. Here and below, italics indicate a cross-disciplinary broker
and a ‘“*’" indicates a Nobel laureate. Edges (a), (b), (c), (d), (i), (j), (k) and (1)

are nuclear physics papers; edges (e), (f), (g), (h), (m) and (n) are molecular biology
papers. Labels are: (a) Meitner and Delbriick, 1935; (b) Meitner and Frisch, 1939;
(c) Frisch and Wheeler, 2009; (d) Wheeler and Feynman, 1945; (e) Edgar et al., 1962;
(f) Epstein et al., 1963; (g) Wiberg et al., 1962; (h) Luria and Delbriick, 1943; (i)
Feynman, Metropolis and Teller, 1949; (j) Goldhaber and Teller, 1948; (k) Kraushaar
and Goldhaber, 1953; (1) Fields et al., 1978; (m) Cox et al., 1989; (n) Cox, Kusch and
Edgar, 1981.

The cycles shown in Fig. 2 demonstrate that Nobel laureates - here, both Max Delbriick
and Richard Feynman - are sometimes also cross-disciplinary brokers. Delbriick is well
known in physics as the discoverer of what is now known as Delbriick scattering; however,
he published his discovery only as an addendum to Meitner and Késter (1933), a relatively
little-known paper with 32 citations. His subsequent work with Meitner is hardly known;
Meitner and Delbriick (1935) has received only four citations. Delbriick is better known as
one of the founders, together with Luria, of molecular biology; Luria and Delbriick (1943)
has been cited 3,024 times. Feynman’s early contribution to molecular biology, on the
other hand, is considerably less well-known than his work in theoretical physics; Edgar et
al. (1962) has 48 citations, compared to Wheeler and Feynman (1945) with 1,182 citations
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or Feynman, Metropolis and Teller (1949) with 618 citations. Nick Metropolis, the second
author of the latter paper, was a prominent mathematical physicist who also published
papers in discrete mathematics; his Erd6s number is two. Hence this paper also links both
molecular biology and nuclear physics to discrete mathematics.

The co-authorship graph of all of science is generally considered as a time-independent rep-
resentation of scientific collaboration; people still talk about Erdés numbers, for example,
although Erdés died in 1996. Proximity of authors in the co-authorship graph, therefore,
reflects academic lineage as well as shared interests. With its over five-decade timespan,
Fig. 2 reminds us both that scientific communities are multi-generational, and that the
co-authorship graph represents not just the present, but also the history of scientific, and
in particular cross-disciplinary collaboration. This time-independent view does not, how-
ever, directly reveal potential changes in interdisciplinarity over time, a point that will be
discussed further below.

Like the development of new subdisciplinary specializations, large-scale, goal-oriented projects
that require significant development of new methods or technologies for their completion
can be expected to involve cross-disciplinary brokerage; indeed such projects often pro-
vide the impetus for administrative efforts toward greater interdisciplinarity (Jacobs and
Frickel, 2009). The Human Genome Project (HGP), a multinational effort that began in
the late 1980s and reached its initial goal of a “draft” sequence of the human genome in
2001, involved collaborations both among molecular biologists and between molecular bi-
ologists, mathematicians and computer scientists at a scale unprecedented in biology (for
brief histories, see Roberts et al., 2001 or Watson and Cook-Deegan, 1991). Such col-
laborations created multiple discipline-crossing cycles in the co-authorship graph (Fields,
2014; see http://chrisfieldsresearch.com/erdos.htm for additional data) and led to the de-
velopment of a new specialization, typically called either bioinformatics or computational
biology, within molecular biology. A 5-cycle that crosses between molecular biology and
discrete mathematics twice is shown in Fig. 3. This cycle gives molecular biology a minimal
width of at most two and Erdés’ discipline of discrete mathematics a minimal width of at
most three.



Paul Erdds

TN

Andrew Odlyzko Daniel Kleitman
e c
Michael Waterman ————— FEric Lander

Fig. 3: A 5-cycle in which molecular biology has width two and discrete mathematics
has width three. Edges (a), (b) and (e) are mathematics papers; edges (c¢) and (d) are
molecular biology papers. Labels are: (a) Erdds and Odlyzko, 1979; (b) Erdés and
Kleitman, 1968; (c) Pachter et al., 1999; (d) Lander and Waterman, 1988; (e) Griggs
et al., 1990.

Unlike in Fig. 2, the assignment of papers to disciplines in Fig. 3 requires some close read-
ing. With 604 citations, Lander and Waterman (1988) is by far the best-known. Its authors
both began their careers in mathematics and its title, “Genomic mapping by fingerprinting
random clones: A mathematical analysis” suggests that it might be a mathematics paper.
It was, however, published in Genomics, a journal established in 1987 to serve the HGP
community, and by 1988 both of its authors had already published multiple papers on bio-
logical topics in collaboration with biologists. The paper analyzes physical maps, a kind of
data introduced to molecular biology by the HGP, and is clearly written for biologists: it
carefully discusses experimental methods, in-progress physical mapping projects and their
data, and potential sources of errors and uncertainties. Lander and Waterman (1988) is,
therefore, a molecular biology paper, albeit a mathematical one. Pachter et al. (1999) de-
scribes a practical algorithm for identifying components of genes in DNA sequence data; it
is also written for biologists, with minimal formalism and extensive results of analyzing real
data sets. Griggs et al. (1990), on the other hand, is motivated by a biological problem, but
immediately abstracts it and presents its highly-generalized results in the formalism-heavy
style of a typical mathematics paper. The two papers co-authored by Erdés are pure math-
ematics papers motivated by mathematical questions. None of the latter four papers have
more than 50 citations. Such order-of-magnitude differences in citation counts are, as also
seen in Fig. 2, not unusual for papers appearing in discipline-crossing cycles; papers that
report broadly-applicable methods or tools, for example, typically garner more citations
than papers reporting “everyday” research results.

While the cycles shown in Figs. 2 and 3 connect two disciplines, cycles crossing multiple
disciplines can also be easily found. Figure 4 shows a 10-cycle with linked 4- and 6-cycles
that together cross virology, a subdiscipline within Klavans and Boyack’s (2009) consensus
discipline of Infectious Disease, social-network theory, an emerging blend of Social Sciences
and Mathematics, the general theory of computing within Computer Science, and molecular
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biology. Here virology has a minimal width of at most three, while network theory and the
theory of computation have minimal widths of at most two. Like the upper cycle in Fig.
2, the central 10-cycle gives molecular biology (including bioinformatics) a width of four,
still smaller than the mean distance of 4.6 & 0.2 reported by Newman (2001) for authors
of biomedical papers listed in MedLine, while the outer loop with edges (a) and (b) gives
molecular biology a width of five.

a
William Haseltine David Ho Carol S(|>derlund
j 1 b
L Chris Fields Alan Perelson o Stephanie Forrest
i n c
Sylvia Spengler Duncan Callaway Mark Newman
h d /1
Charles Cantor John Hopcroft
g e

f
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Fig. 4: A 10-cycle with linked 4- and 6-cycles crossing four disciplines: molecular biology
(edges (a), (b), (g), (h), (i) and (j)), network theory (edges (c) and (d)), theory of compu-
tation (edges (e) and (f)), and virology (edges (k), (1), (m) and (n)). Labels are: (a) Fields
and Soderlund, 1990; (b) Burks et al., 1994; (¢) Newman, Forrest and Balthrop, 2002

(d) Callaway et al., 2001; (e) Hopcroft and Karp, 1973; (f) Alon et al., 1995; (g) Alon

et al., 2006; (h) Murray et al., 1993; (i) Waterman et al., 1994; (j) Adams et al., 1995

(k) Goh et al., 1986; (1) Ho et al., 1995; (m) Forrest et al., 1993; (n) Callaway and
Perelson, 2002.

Figure 4 illustrates both the interdisciplinary character of social network theory and the
diverse backgrounds of the scientists engaged in it. Burks et al. (1994) is a bioinformatics
paper describing an algorithm for DNA sequence assembly, a problem that can be formalized
in terms of network traversal. Forrest et al. (1993) models molecular recognition by the
immune system, a critical problem in virology. Stephanie Forrest, a cross-disciplinary co-
author of both papers, is a computer scientist, as is John Hopcroft. Duncan Callaway, on the
other hand, is a physicist, as is Mark Newman. Callaway et al. (2001), of which the latter
three are all co-authors, models the outcomes of probabilistic network-assembly processes
and was published in Physical Review F, an interdisciplinary physics journal. Figure 4 also
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shows that an individual - here, the present author - can function as a cross-disciplinary
broker on some paths (e.g. the lower cycle in Fig. 2) but not on others.

The paper of Ho et al. (1995) shown in Fig. 4 reports on the mechanism of HIV infection
and has received 4,177 citations, that of Hopcroft and Karp (1973) reports a technical result
in graph theory and has been cited 2,004 times, while that of Adams et al. (1995) reports
an initial analysis of transcription in the human genome and has received 1,015 citations.
These can be contrasted with Alon et al. (2006), which describes graph-theoretic methods
for analyzing multiplexed biological assays and has received only two citations. The other
papers represented by edges in these linked cycles fall between these extremes; most have
received over 100 citations.

James Watson and Francis Crick shared the 1962 Nobel Prize for Physiology or Medicine,
with Maurice Wilkins, for their characterization of the double helix of DNA; Watson and
Crick (1953) has been cited 9,703 times. Watson subsequently played a leading role in the
HGP, while Crick, another Nobel laureate acting as a cross-disciplinary broker, turned his
attention to neuroscience and published several highly-cited papers with Christof Koch,
including Crick and Koch (1990) with 1,631 citations. The 13-cycle shown in Fig. 5 is
one result; this cycle spans molecular biology, cognitive science, and both experimental and
theoretical neuroscience. Neuroscience is a Klavans and Boyack (2009) consensus disci-
pline. Cognitive science, one the other hand, draws on anthropology, artificial intelligence,
linguistics, neuroscience and philosophy of mind as well as cognitive and developmental
psychology; it thus combines elements of the Klavans and Boyack disciplines of Computer
Science, Social Sciences and Humanities with elements of Psychology and Neuroscience.
Figure 5 shows that the minimum width of cognitive science is at most four, while that of
neuroscience is at most six. Molecular biology here has a width of three.
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Fig. 5: A 13-cycle spanning molecular biology (edges (a), (1) and (m)), neuro-
science (edges (b) - (g)) and cognitive science (edges (h) - (k)). Labels are: (a)
Watson and Crick, 1953; (b) Crick and Koch, 1990; (c) Sejnowski, Koch and
Churchland, 1988; (d) Lehky, Sejnowski and Desimone, 1992; (e) Womelsdorf et al.,
2007; (f) Linden et al., 2003; (g) Waltz et al., 1999; (h) Gentner and Holyoak, 1997;
(i) Markman and Gentner, 1993; (j) Markman and Dietrich, 2000; (k) Dietrich and
Fields, 1996; (1) McCombie et al., 1992; (m) Collins and Watson, 2003.

The cognitive science papers in this cycle all concern abstract computational modeling of
the mind. Both Markman and Gentner (1993) and Gentner and Holyoak (1997) discuss
models of analogical reasoning, Markman and Dietrich (2000) defends the use of explicit
representations of mental contents in computational models of cognition, while Dietrich
and Fields (1996) discusses methodological implications of the frame problem, a classic
problem in artificial intelligence. The neuroscience papers, on the other hand, all focus on
the implementation of cognition by the brain. Crick and Koch (1990) and Sejnowski, Koch
and Churchland (1988) are theoretical papers; the remainder are experimental. Cross-
disciplinary broker Keith Holyoak joins the abstract modeling of cognitive science with
the implementation details of neuroscience, examining relational reasoning - the core of
analogy - in patients with focal lesions in prefrontal cortex in Waltz et al. (1999) and with
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neuroimaging methods in other work (e.g. Cho et al., 2010).

Francis Collins is, at the time of this writing, Director of the U.S. National Institutes
of Health and hence a prominent leader of the biomedical research enterprise. His early
genome-project work with Charles Cantor, reported in Smith et al (1987), together with
that of the present author, joins the cycle shown in Fig. 5 to that of Fig. 4.

While the cycle in Fig. 5 depends heavily on experimental papers, heavily theoretical cycles
can also be found. The 14-cycle shown in Fig. 6 spans quantum cosmology and quantum
computing then crosses via discrete mathematics into molecular biology before returning
through neurology. Neurology and quantum cosmology are straightforwardly located within
the Klavans and Boyack (2009) disciplines of Medical Specialties and Physics, respectively.
Quantum computing, on the other hand, merges the concepts and methods of Physics with
those of Computer Science to solve problems motivated mainly by Computer Science, in
particular, information security. Quantum cosmology and quantum computing both have
widths of three on this cycle, while discrete mathematics achieves a width of one. Molecular
biology has a width of four, while neurology has width three.
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Fig. 6: A 14-cycle spanning quantum cosmology (edges (a), (m) and (n)), quantum
computing (edges (b) - (d)), discrete mathematics (edge (e)), molecular biology (edges
(g) - (i)) and neurology (edges (j) - (1)). Labels are: (a) Gell-Mann and Hartle, 1993;
(b) Gell-Mann and Lloyd, 1996; (c) Guha et al., 2014; (d) Hayden et al., 2004; (e)
Bienstock et al., 1991; (f) Chung et al., 2003; (g) Branscom et al., 1990; (h) Martin-
Gallardo et al., 1992; (i) McCombie et al., 1992; (j) Rosen et al., 1993; (k) Craddock
et al., 2012; (1) Hameroff and Penrose, 1996; (m) Hawking and Penrose, 1970; (n)
Hartle and Hawking, 1983.

In this cycle, Nobel laureate Murray Gell-Mann is a cross-disciplinary broker, working both
in quantum cosmology and quantum computing. Gell-Mann’s Nobel prize, however, honors
his work in what would come to be known as high-energy physics. Feynman and Gell-
Mann (1958), with 2,409 citations, is an early example of this work and joins, together
with the work of the present author, the cycle shown in Fig. 6 with the lower cycle of Fig.
2. Joining these cycles yields paths from quantum computing and quantum cosmology to
nuclear physics, as the field represented by Feynman and Gell-Mann (1958) was known at
the time, and gives nuclear physics a minimal width of one. The most highly-cited paper
in the cycle shown in Fig. 6 is, however, not one of Gell-Mann’s but is rather Rosen et al.
(1993), a report on the genetics of amyotrophic lateral sclerosis (“Lou Gehrig’s disease”)
that has garnered 4,669 citations. The only difficult-to-classify paper in this cycle is Chung
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et al., 2003, a paper dealing with partial duplication of an existing network as a means
of producing daughter networks. It is classified as a bioinformatics and hence a molecular
biology paper instead of a network theory or a mathematics paper both for its biological
motivation and its extensive discussion of the biological relevance of its results.

As a final example, the 12-cycle shown in Fig. 7 illustrates the close connection between
theories of rationality in economics and artificial intelligence as well as confirming the
influence of Erdés and his collaborators on molecular biology. Nobel laureate Herbert
Simon is a cross-disciplinary broker in this cycle, linking macroeconomics, here represented
solely by Hawkins and Simon (1949), with Simon’s other major field, artificial intelligence.
In this cycle macroeconomics has a width of one, while discrete mathematics expands to
width four. As in Fig. 3, molecular biology has a width of two on this cycle, its minimum
in these examples, while artificial intelligence has width five.

David Hawkins Herbert Simon*

1 b
Sarvadaman Chowla Derek Sleeman
k c
Paul Erdds Robert Hendley
j d
Vance Faber John Barnden
i e
Andrzej Ehrenfeucht Roger Hartley
h f

Gary Stormo Chris Fields

Fig. 7: A 12-cycle spanning macroeconomics (edge (a)), artificial intelligence (edges
(b) - (f)), molecular biology (edges (g) and (h)) and discrete mathematics (edges (i) -
(1)). Labels are: (a) Hawkins and Simon, 1949; (b) Simon, Valdés-Pérez and Sleeman,
1997; (c) Sleeman and Hendley, 1979; (d) Zhang et al., 2006; (e) Hartley and Barnden,
1997; (f) Fields, Coombs and Hartley, 1988; (g) Mount et al., 1992; (h) Stormo et al.,
1982; (i) Ehrenfeucht, Faber and Kierstead, 1984; (j) Erdés, Faber and Larson, 1981,
(k) Chowla and Erdés, 1951; (1) Chowla and Hawkins, 1962.

The cycle shown in Fig. 7 illustrates another social network operative in the sciences: David
Hawkins and Andrzej Ehrenfeucht were faculty colleagues at the University of Colorado,
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Boulder, and were professors and mentors of the present author. This network of intellec-
tual lineages is only partially reflected in the co-authorship graph, but plays an important
role in forming the “invisible colleges” (Crane, 1972) that hold researchers with similar
backgrounds, interests and intellectual orientations together.

The example cross-disciplinary cycles considered here demonstrate three points. First, dis-
cipline crossing cycles exist. Such cycles do not just connect pairs of disciplines, but some-
times cross multiple disciplines. The existence of such cycles shows that the co-authorship
graph, even when abstracted to a graph of connections between disciplines, is not a tree.
While the examples considered here do not connect all of Klavans and Boyack’s (2009)
consensus disciplines, they at least suggest the speculation that no discipline is an island
unto itself, populated entirely by researchers who work and publish only in its domain.
Second, these examples show that a wide variety of disciplines have small minimal widths;
discrete mathematics, macroeconomics and nuclear physics have minimal widths of at most
one, molecular biology has a minimal width of at most two, even the clinically-oriented
discipline of neurology has a minimal width of at most three. The paths that demonstrate
these small widths do not merely cross from one subdiscipline into a different subdiscipline
of the same major discipline, but rather into a different discipline even in Klavans and
Boyack’s very high-level classification, e.g. from Physics to Biology as in Fig. 2. It is
important to emphasize, moreover, that these results for minimal widths have no implica-
tions for the diameters of these disciplines, which as noted above are 20 or more in cases
that have been measured. A discipline, even a Klavans and Boyack consensus discipline,
can have a large diameter and still have small widths along some paths. Third, and ob-
viously correlated with the second, cross-disciplinary brokers can be found very close to
each other. These examples all traverse the present author’s primary career discipline of
molecular biology, and it is possible that molecular biology, a relatively new discipline that
has attracted physicists since its inception, includes more cross-disciplinary brokers than
others; indeed the typically central position of the biomedical sciences in maps of science
suggests as much. Cognitive science, neuroscience, artificial intelligence and social network
theory are also new disciplines populated, at least early on, by researchers whose careers
began in a different discipline. This observation, however, has a converse: new disciplines
would not form if existing disciplines did not include sufficient individuals willing and able
to adopt or at least try out new interests, master new methods and technologies and work
with new colleagues. The question of interest is, where are these individuals to be found
within a discipline?

4 Discussion

The discipline-crossing cycles shown in Figs. 2 - 7 share a distinctive feature: all include
Nobel laureates, mathematicians with Erdés numbers of one, or both. Such researchers
are naturally considered “centers” of their respective disciplines; they tend to have many
collaborators, to serve as intellectual and often political leaders, and to attract younger re-
searchers by well-studied preferential attachment mechanisms (e.g. Barabaési et al., 2002).
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“Centrality” in co-authorship graphs, and in social and other networks more generally, has
been defined formally in three primary ways. Any vertex separated by at most half of the
graph diameter from any other vertex is “distance central” in a graph. The verticies with
the largest number of incident edges have “degree centrality,” while the vertices through
which the maximum number of minimal-length paths between other vertices flow have “be-
tweenness centrality.” These three definitions of centrality coincide in a star graph, which
consists of a central vertex connected to N other vertices, none of which are connected to
each other, but they do not coincide in general (e.g. Fields, 2014, Fig. 2). The extent
to which any of these formal definitions captures the intuitive notion that a researcher is
“central” to a field is, however, a topic of considerable debate (e.g. Borgatti and Everett,
2006; Newman, 2006; Lambiotte and Panzarasa, 2009; Landherr, Friedl and Heidemann,
2010). Minor contributors to multi-author papers, for example, may have high degree and
even distance centrality within a discipline but low betweenness centrality, while “weak
links” between disciplines may have high betweenness centrality across disciplines but low
degree or distance centrality. The informal notion of “centrality” exemplified by Nobel lau-
reates is, therefore, adopted here. In addition to the Nobel laureates and mathematicians
with Erdés numbers of one, many of the other researchers appearing in Figs. 2 - 7 are
“central” in this informal sense. As noted earlier, Francis Collins (Fig. 5) is Director of
the U.S. National Institutes of Health, a “central” position in biomedicine on any reason-
able definition. Edward Teller (Fig. 2) was Director of the Lawrence Livermore National
Laboratory, Eric Lander (Fig. 3) is currently Director of the Broad Institute and Christof
Koch (Fig. 5) is Chief Scientific Officer of the Allen Institute for Brain Science. As shown
by Batagelj and Mrvar (2000) in an analysis of collaboration among mathematicians with
Erdés numbers of one or two, such disciplinary leaders tend to work and publish together
in cliques that together form a small, within-discipline world; this also holds true for Nobel
laureates in the biomedical sciences (Fields, 2014; in prep.) and physics (in prep.). Any
metric on the co-authorship graph that did not place such prominent, politically-influential,
mutually-collaborating individuals near the “centers” of their disciplines would, indeed, be
regarded as of little utility for understanding the social organization of the sciences. With
this informal notion of centrality, Figs. 2 - 7 show that scientists who are central to their
disciplines are sometimes also cross-disciplinary brokers (e.g. Delbriick, Feynman, Alon,
Hopcroft, Crick, Penrose, Gell-Mann, Chung, Simon) or co-authors of cross-disciplinary
brokers (e.g. Luria, Teller, Erdés, Lander, Collins, Koch, Watson, Hawking). A researcher
can, in other words, be both central to a discipline and located on or close to its boundary
in the co-authorship graph.

The potential coincidence of centrality within a discipline and a location on that discipline’s
co-authorship border naturally raises the question of when a researcher acts as a broker that
was posed and deferred earlier. Max Delbriick, for example, was a physicist who became
a biologist; such field mobility is not uncommon among physicists (e.g. van Houten et al.,
1983), though of course most migrant physicists do not become Nobel laureates in their
adopted fields. Francis Crick, similarly, turned to neuroscience well after his 1962 Nobel
Prize for co-discovering the structure of DNA. Richard Feynman, however, only briefly
explored biology after receiving his Nobel Prize in physics, returning to physics thereafter.
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Murray Gell-Mann similarly explored quantum computing after receiving his Nobel Prize,
returning to quantum cosmology and foundational work in quantum theory thereafter.
Herbert Simon explored economic decision making and artificial intelligence in parallel over
the course of his career; his 1978 Nobel Prize in economics only slightly lagged his 1975
Turing Award, the closest analog of the Nobel Prize in computer science. Hence not all
cross-disciplinary brokerage among Nobel laureates represents field mobility; some is brief
exploration and some is career-spanning parallelism. While a thorough analysis is beyond
the present scope, one might expect the careers of cross-disciplinary researchers who are
not Nobel laureates to exhibit similar diversity. If this is the case, many researchers may
be central to their disciplines and at the same time be cross-disciplinary brokers, i.e. be
located on their disciplines’ co-authorship borders.

If this idea that centrality and brokerage can co-exist is taken seriously as a hypothesis, the
connection data in Figs. 2 - 7 can be summarized by a set of inferred one-step connections
between subdisciplines as shown in Fig. 8.

Molecular
Quantum Biology Developmental
Cosmology \~--~ Biology

Quantum Computing —=-—- Cell Biology

Nuclear Physics> Virology
Discrete Mathematics > Neurology
Macroeconomics Neuroscience
Cognitive Science /— Network theory
Artificial Computer
Intelligence Science

Fig. 8: One-step connections between 15 subdisciplines suggested by the cycles shown in
Figs. 2 - 7 (solid lines) or by those in Fields, 2014 (dashed lines). The average degree of
the vertices is z = 2.9.

The graph shown in Fig. 8 displays significant clustering: 11 of the vertices link to molecular
biology and four link to each of discrete mathematics and nuclear physics. The average
distance between vertices is 2.0, smaller that the average of logN/logz = 2.5 expected for
a random graph with N = 15 and z = 2.9 (Newman, 2002). Assuming the informal notion
of a “center” discussed above, the subdisciplinary “centers” in Fig. 8 thus form a “small
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world” even smaller than expected. Adding obvious links such as those between artificial
intelligence and computer science, developmental biology and cell biology, or neurology and
neuroscience shrinks this small world even farther.

Universities organize the sciences, including mathematics and engineering, into different
numbers of disciplines; MIT lists 20, for example, while the University of California at
Berkeley lists 49. On the assumption that many of these could be further divided - both
MIT and Berkeley have a single department for all of physics, for example - one might
estimate that there are on the order of 100 science and engineering specializations with
sufficient cohesion to be considered subdisciplines comparable to those in Fig. 8. Were
these 100 subdisciplines to be as well-connected as the 15 in Fig. 8, one would expect an
average degree of z = 19.3 and an average “small world” distance between subdisciplines
of about 1.6. Even with an average degree of only 6 - just twice that of Fig. 8 - one would
expect an average distance between subdisciplines of less than three.

The idea that disciplinary centers form a small world makes an immediate, although at
this point admittedly somewhat speculative, prediction about science as a whole. The sub-
disciplines included in Fig. 8 either are or include components of 11 of the 16 Klavans
and Boyack (2009) consensus disciplines: Mathematics, Computer Science, Physics, Biol-
ogy, Biochemistry, Infectious Disease, Medical Specialties, Neuroscience, Psychology, Social
Sciences and Humanities. On the assumption that these subdisciplines are at least approx-
imately representative of scientific subdisciplines generally, the diameter of the connected
component of the co-authorship graph for all of science can be expected to be the larger
of either the diameter of the connected component of the largest-diameter subdiscipline, or
the average diameter of the connected components of all subdisciplines plus two or three.
Adding disciplines, in other words, is expected not to increase the overall size of science as
measured by the diameter of the co-authorship graph. That this might be true is hinted
by the data for subdisciplines of physics in Newman (2001): the diameter of the connected
component of the arXiv preprint database - 20 - is only one larger than the diameter of its
largest-diameter component, hep-th, and only three larger than the average diameter of its
components. If the co-authorship diameters of scientific subdisciplines are shrinking with
time as the analysis of Barabasi et al., 2002 as well as the steady increase in co-authorship
within disciplines (Porter and Rafols, 2009; Wallace, Lariviere and Gingras, 2012) suggests,
one might estimate that the average co-authorship diameter of scientific subdisciplines is
currently no more than 25 and the co-authorship diameter of all of science no more than
30.

As a final note, it should be emphasized that while the cycles shown in Figs. 2 - 7 demon-
strate the involvement of some “central” researchers in cross-disciplinary brokerage and the
proximity of others to cross-disciplinary brokers, the question of the scientific impact of
such brokerage must be approached with caution. Some of the papers included in these
cycles, including some co-authored by identified brokers, are highly cited and hence prima
facie high-impact while others are not. Treating such citation numbers as direct mea-
sures of the flow of ideas between disciplines, however, may be problematic. Adams et al.
(1995), for example, reports an initial analysis of transcription in the human genome and
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has received 1,015 citations as noted above. The work reported in this paper would not,
however, have been possible without the previous development of a high-throughput DNA
sequencing facility that carefully balanced the biological work of clone preparation and the
computational task of data analysis with the capabilities of then-current DNA sequencing
machines; all under the management of a process-tracking database system. The paper
that described this facility and the engineering considerations underpinning it, Adams et
al. (1994), was published by the same research group in the same high-visibility journal,
Nature, but has received only 33 citations despite arguably influencing the designs of all
subsequent high-throughput DNA sequencing facilities. Lander and Waterman (1988) pro-
vided the first formal criterion for “sufficient” sampling redundancy for biological molecules
with a given diversity or sampling error, and hence underlies not only subsequent physical
mapping methods but DNA sequence assembly methods as well; its significance for molec-
ular biology is probably far under-represented by its 604 citations. The 351 citations to
Hawkins and Simon (1949) may similarly under-represent the significance of “a result that
every graduate student in economics must study” (Kuhn, 2004, p. ix).

5 Conclusion

By examining co-authorship cycles that cross two or more disciplines, the present paper
demonstrates that cross-disciplinary brokers can sometimes be found in close proximity to
each other, and that when they are, they are at least sometimes also close to the Nobel lau-
reates and other highly-productive, well-connected, politically-influential individuals who
informally define disciplinary centers. These observations together suggest that disciplinary
centers may contain many cross-disciplinary brokers, who render them highly porous and
hence tightly clustered. This porosity and clustering of disciplinary centers, in turn, renders
the “center” of science a small world, one with an average distance between subdisciplines
of distinct major disciplines - and hence between the major disciplines themselves - that is
smaller than the average distances between researchers within typical disciplines and much
smaller than the diameters of typical disciplines. If this picture is correct, researchers lo-
cated near the centers of distinct disciplines are in at least some cases closer to each other,
as measured by co-authorship distance, than they are to typical colleagures within their
own disciplines. Researchers located far from the centers of their disciplines are, conversely,
only slightly farther from researchers in other disciplines than they are, on average, from
their within-discipline colleagues. Testing this picture clearly requires both systematic ex-
aminations of the co-authorship proximity between “central” researchers and brokers across
multiple disciplines, and addressing the potentially more-difficult question of how brokers
who are located far from disciplinary centers are distributed in the co-authorship graph.

The co-authorship graph is, of course, only one of many ways to examine the structure
of science. The robust disciplinary divisions revealed by maps of science constructed from
citation data (Moya-Anegén et al., 2007; Rafols, Porter and Leydesdorff, 2010) indicate
that citations are predominantly either within-discipline, or between closely-related dis-
ciplines such as biology and biochemistry or computer science and mathematics. One
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might speculate, moreover, that cross-disciplinary brokers would preferentially cite each
other, especially during the emergence of new disciplines such as bioinformatics or artificial
intelligence, when relatively large numbers of brokers are working at least somewhat coop-
eratively to build a new area of cross-disciplinary specialization. Such preferential citations
would contribute to the appearance of a new citation cluster and hence a new specialization
in a citation-based map. This speculation remains to be systematically tested.

The co-authorship graph is, moreover, generally considered time-independent as noted ear-
lier. This naturally raises the question of whether, and if so how, interdisciplinarity changes
through time. Nobel-level physicists were, for example, involved in the early development
of molecular biology as shown in Fig. 2. Are physicists still “crossing the border” to molec-
ular biology today? A relatively small group of cross-disciplinary brokers founded the new
discipline of bioinformatics in the late 1980s. Did most of these scientists stay within their
new discipline thereafter, or did they migrate on to even newer cross-disciplinary fields? It
is hoped that the present work will spur new interest in such questions.

It is, finally, worth noting that as science evolves over the next several decades, generational
forces will inevitably push previous leaders like Erdds, Crick or Feynman out of the centers of
their disciplines. They will, however, remain near their respective disciplines’ co-authorship
borders. How this growing population of well-connected scientists from the past will affect
both the local and the global structure of the co-authorship graph of the future remains to
be investigated.
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