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Philosophy and AI have had a difficult relationship from the beginning. The “classic”
period from 1950 to 2000 saw four major conflicts, first about the logical coherence of AI

as an endeavor, and then about architecture, semantics, and the Frame Problem. Since
2000, these early debates have been largely replaced by arguments about consciousness

and ethics, arguments that now involve neuroscientists, lawyers, and economists as well

as AI scientists and philosophers. We trace these developments, and speculate about the
future.
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1. Introduction

Between the publication of Turing’s “Computing machinery and intelligence” in

1950 and the gradual thawing of the deep AI winter of the 1990s, four distinct

philosophical arguments targeting the very foundations of AI as an enterprise arose,

briefly commanded enormous attention, then subsided. The first of these “AI Wars”

began with Lucas [1961], and questioned the logical cogency of AI. The second can

be dated from Minsky & Papert [1969] and involved arguments between partisans of

different architectures. The third was launched by Dreyfus [1972] but became most

intense following Searle [1980]; it attacked the possibility of AI systems having

semantics. The fourth, and in many ways most subtle, began with McCarthy &

Hayes [1969] and concerned the meaning and implications of the Frame Problem.

The AI wars of this period influenced, and were influenced by, the in-hindsight

ludicrous over-optimism of the early 1960s, the Lighthill [1973] Report and other

disasters of the 1970s, the enthusiasm around expert systems of the 1980s, and the

gradual transitions toward artificial neural networks (ANNs) and applied robotics

in the 1990s. By the early 2000s, the philosophical conflicts of AI’s first 50 years

were largely over. They ended not in victory for either side but in stalemate. In their

place, new debates have arisen, about the nature of consciousness, and about both

the ethics of AI and the possibility of AI systems themselves being ethical. Turing

[1950] foresaw both of these developments, though he discounted their relevance

to “intelligence” as he construed it. Here we ask why this happened, and how it

affected both AI and philosophy.

Touching as they did on fundamental issues of metaphysics, epistemology, and

the philosophy of mind, language, and science, the AI Wars appeared to those in-

volved to be restructuring philosophy itself. Sloman [1978] confidently predicted,

for example, that “within a few years, if there remain any philosophers who are

not familiar with some of the main developments in artificial intelligence, it will

be fair to accuse them of professional incompetence” and that considerations of AI

systems would pervade the teaching of academic philosophy. This clearly did not

happen: many if not most philosophers remain ignorant of AI, and most philosoph-

ical pedagogy never mentions it. Our new book, Great Philosophical Objections to

Artificial Intelligence: The History and Legacy of the AI Wars (Bloomsbury, 2021),

is an attempt to remedy this situation. We summarize its main arguments here,

while adding some deeper analysis more accessible to fellow researchers.

The debates about AI consciousness and ethics that have arisen since 2000

involve neuroscientists, lawyers, and economists, among others, as well as AI re-

searchers and philosophers. As were the “classic” AI Wars of 1950–2000, these new

conflicts are part of the general cultural conflict that began with the Scientific

Revolution. Their urgency derives in part from the growing realization that the

post-industrial economy is rapidly becoming the AI economy, and in part from a

concern that the post Cold War geopolitical system may become an AI-driven po-

litical system. These debates challenge an assumption that seemed natural in the
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previous era of AI: the assumption that AI’s goal – or in more current language,

AGI’s goal – is a machine with human-like intelligence. They suggest that this pre-

vious goal is obsolete, and that a different and much more radical goal waits on the

verge of formulation. They point toward an era of opportunities, uncertainty, and

far higher stakes than the initial, 20th-century, era of AI.

2. The First War: Is AI Even Possible?

2.1. Lucas’ argument from Gödel’s theorem

The first serious argument against the logical possibility of AI, Lucas [1961], was

presented to the Oxford Philosophical Society in 1959, nine years after Turing [1950]

and three years after the informal debut of Logic Theorist [Newell, Shaw & Simon,

1957] and John McCarthy’s introduction of the term “artificial intelligence” at the

1956 Dartmouth Workshop on AI. Ironically, the formal publication of Lucas [1961]

coincided with that of the General Problem Solver [Newell & Simon, 1961], the first

attempt to achieve artificial general intelligence.

Lucas’ argument is, in brief, that the logical possibility of AI is inconsistent with

Gödel’s [1931] incompleteness theorem. Gödel’s theorem requires any formal system

with at least the power of arthmetic to contain true but unprovable sentences. Lucas

argues that a human (in Lucas [1961] a “man”) can recognize true but unprovable

sentences, while a (deterministic) machine can recognize “truth” only through the

surrogate of provability in whatever formal system the machine implements. Hence

machine intelligence is by Gödel’s theorem incomplete, while human intelligence is

not.

Lucas [1961] evinced a storm of criticism from philosophers, logicians, and some

computer scientists (see Lucas [1996] for a lengthy bibliography). We focus in Di-

etrich et al. [2021] on just one of the many critiques: that Lucas [1961] effectively

ignores the distinction between object- and meta-languages, and begs the question

against AI by assuming that humans, but not machines, can change the level of lan-

guage that they are employing in order to “see” that an unprovable sentence is true

(or false). Indeed Lucas begs the question explicitly in his final sentence: “There is

no arbitrary bound to scientific enquiry: but no scientific enquiry can ever exhaust

the infinite variety of the human mind” [Lucas, 1961, p. 127]. If the human mind

indeed has “infinite variety” human-like AI is obviously impossible. That no actual

argument has been given for “infinite variety” was already noted by Turing [1950]

in criticizing an anonymous version of Lucas’ argument (p. 445).

Lucas [1996], a “retrospective” on Lucas [1961], discusses the issue of “infinite

variety” at greater depth. Here Lucas acknowledges the possibility of shifting lan-

guage levels, but insists that while an AI system might do this any finite number of

times, a human has “infinite potentiality” for recognizing unprovable truths. Indeed

“infinite potentiality is an essential part of the concept of mind” [Lucas, 1996, p.

109], a statement that goes some way toward explaining why neither AI researchers

nor cognitive psychologists have, by and large, taken Lucas’ arguments seriously.
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But while Lucas admits that this argument from an intuition of unlimited cognitive

power is “hand-waving” [Lucas, 1996, p. 105], he clearly means it seriously.

What is going on here? Lucas clearly believes that humans are special, that they

are unbounded in some way. This sense of unboundedness reappears in the argu-

ments of Dreyfus [1972] and Searle [1980] that humans have an access to meaning

that AI systems can never, even in principle, achieve. It appears again in the anti-AI

arguments of Penrose [1989], who dresses Lucas’ argument from Gödel’s theorem in

the language of quantum theory (see also Penrose [1994] for further elaboration).

All of these arguments are intuition pumps, stoking the feelings that we know how

our minds work and that we know that they do not work like machines. How do

we know these things? Because we are conscious. Lucas’ argument is, we argue, at

bottom not an argument about cognition, but an argument about consciousness.

Humans have “infinite potential” because they are conscious; machines have only

finite potential because they are not. We will return to this question of conscious-

ness in §4 and §6 below. The beginning of the argument about AI and consciousness

was not, however, Lucas [1961] but rather Turing [1950].

2.2. The Turing test

Turing [1950] asks “can machines think?” (p. 433). Turing dismissed arguments

that machines could not think because they could never be conscious, pointing

out correctly that we only assume that other humans are conscious. He famously

offered his “imitation game” or “Turing test” as a purely behavioral test, applicable

to any system, human or machine. The Turing test is widely regarded, especially in

popular media, as a criterial test for machine intelligence: if the interrogator cannot

tell the difference between the machine’s responses and those of a human, then the

machine should be declared intelligent. Some even see the Turing test as some kind

of operational definition of intelligence. The Loebner competition operationalized

the test with prizes, and has even declared that comically-incompetant chatbots

have “passed” the test (see Aaronson [2014a] for an example).

We argue that Turing did not intend the imitation game as a serious test for or

definition of intelligence, and that to read Turing [1950] as if he did so is a mistake.

First, as a measure of intelligence it does not pass any kind of scientific muster. It

is sloppy and subjective (Who is the interrogator? What is the conversation about?

How long is the conversation?), needlessly indirect (Why not interact directly with

the subject in order to gauge its properties?), narrowly focused on human-level

intelligence (What about non-human-level intelligence?), and it does not take into

account the fact that intelligence is an umbrella term for a multi-faceted concept.

While Turing made suggestions about length of interaction (five minutes) and topic

(anything), these are unmotivated and seem off-hand. Even in Turing’s time there

were more objective tests for gauging various aspects of intelligence; Turing offers

no discussion of these.

More important, however, is Turing’s use of the game as a rhetorical ploy, e.g. in
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his discussion of consciousness. At the start of his paper, Turing makes it abundantly

clear that he does not believe there is any kind of clear and objective definition or

measure of intelligence. Rather, Turing expresses the belief that our concepts and

attributions of “intelligence” would gradually change over time, possibly as a result

of the very coming of more and more cognitively powerful machines. He also, very

clearly, believes that our judgements of intelligence are biased towards systems like

us, i.e. humans and maybe other mammals. Turing [1948] describes an “experiment”

demonstrating that those who would be exposed to the inner working of a machine

would be less likely to attribute intelligence to the machine than those who merely

saw the machine’s input-output behavior. To Turing, this was a demonstration of

“intelligence” being a highly value-laden “emotional concept”: that many humans

tend to think of intelligence being some “special ingredient” that goes beyond mere

“cogs and wheels” (perhaps even amounting to “infinite potentiality”). Turing [1950]

seems to have introduced the imitation game as a similar thought experiment to

make people think twice before quickly dismissing the idea of machine intelligence on

the basis of mechanisms merely performing “unimaginative donkey-work”. Indeed,

if the Turing test is a “test” at all, it is a test of human thinking about – and

possible prejudice against – machine intelligence.

Turing has often been criticized for believing that machines would be able to

“pass the test” around the year 2000, which seemingly didn’t come to pass. However,

Turing correctly foresaw the changes in our attitudes regarding the idea of machine

intelligence. If anything, Turing probably underestimated how readily we would as-

cribe cognitive and mental attributes to the machines around us. This raises its own

issues, some of which we discuss in §7.1 below. The space of possible intelligences

is vast, and human cognition is only a small part of it. The cognitive abilities of

our current technologies likely occupy quite different regions of that space, and we

should not assume that machines think like us, or that they have the same interests

or goals. We discuss these issues of trust further in §7.2.

3. The Second War: Architectures for Intelligence

3.1. How computer science saved the mind

Many view AI as somehow anti-human, and AI researchers as partisans of the

mechanistic forces of darkness. Turing [1950], not surprisingly, already saw this; he

makes fun of this view as the “Heads in the Sand” objection to machine intelligence.

More recent versions are easy to come by, e.g. AI is a “a serious danger to a properly

human mode of existence” [Madison, 1991, p. 117].

Such objections misrepresent history. Minds were banished from psychology in

the early 20th century by the behaviorist revolt against 19th-century speculative

mentalism. They were re-introduced when behaviorism was shown to be insufficient

even for the description of behavior [Chomsky, 1959]. Two things happened between

the banishing of minds from psychology and their re-introduction: 1) mechanisms

were invented that could perform arbitrarily complex symbol processing, and 2)
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Church [1936] and Turing [1936] proved that arbitrarily many different mechanisms

could perform any given symbol processing operation. Computer science, in other

words, provided the concept of a symbol processing mechanism that psychology

needed to talk about minds, a concept formalized by Newell [1980] as the Physical

Symbol System hypothesis. Cognitive psychology as we know it was born.

The idea of symbol processing mechanisms had, however, an even more dramatic

effect than the re-introduction of minds to psychology. It allowed all mechanisms

to be seen as symbol processors. One could now talk about biological processes as

computations [Turing, 1952] and genes as a code [Zuckerkandl & Pauling, 1965].

The Church-Turing thesis revealed symbol processing everywhere. It enabled the

panpsychist revolution of the early 2000s [Strawson, 2006; Goff, 2019, see §6].

3.2. Symbols versus subsymbols, boxes versus robots

From the perspective of the Church-Turing thesis, the war over architecure seems

strange: Church-Turing tells us that intelligence is implementation independent.

Even our best sciences started out getting things wrong, and how they got things

wrong is revealing. The second war was about which architecture for intelligence

was the right one. There were four main contenders:

(1) Sentence processors

(2) Connectionist and artificial neural networks (ANNs)

(3) Embodied, situated cognitive systems (i.e. robots)

(4) Dynamical systems

Other, more minor contenders are sometimes mentioned, e.g. artificial life programs.

We focus on the above in Dietrich et al. [2021].

Symbol processors operating on sentence-like representations dominated AI from

Logic Theorist through the expert-systems movement of the 1980s [Schank & Abel-

son, 1977, provides an introduction]. Fodor [1975] and Newell & Simon [1976] state

their manifesto: model cognition as it appears to the conscious cognizer, as an infer-

ential process using, roughly, first-order logic with modal and temporal extensions.

Their primary weakness is brittleness [Lenat & Brown, 1983], though as we dis-

cuss in §6 below, extracting knowledge from experts also proved far harder than

anticipated.

Connectionist systems employing networks of simple processors date back to

McCulloch & Pitts [1943], but suffered a hiatus following Minsky & Papert [1969].

Their manifesto calls for “subsymbolic” inference, inference below the level of nat-

ural language, and learning instead of programming [Rumelhardt & McClelland,

1986; Smolensky, 1988]. In the form of multi-layer deep learning systems [LeCun,

Bengio & Hinton, 2015], they dominate applied AI today. Their primary weakness

is explainability [Taylor & Taylor, 2020].

Robots were the first AI systems – actually, fantasies of AI systems – to cap-

ture the public imagination; Asimov [1950] provides an early example. Fantasies of
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robots powerfully motivated the expectation that AI systems would directly model

humans (see §6) and left the public drastically unprepared when real robots be-

gan to infiltrate the economy (see §7.1). The robotics manifesto is Brooks [1991];

see Anderson [2003] for a broader treatment of embodied AI. Like ANNs, robotics

often calls for “subsymbolic” computation, which is often confused with nonsym-

bolic computation, an oxymoron. The primary weakness of robotics is complexity.

Robotics brings AI face to face with the Frame Problem [McCarthy & Hayes, 1969],

arguably the hardest problem yet discovered by AI (see §5).

Dynamical systems researchers, by and large, denied the fundamental premise

that thinking is computing [van Gelder, 1998, provides an example], and hence

effectively (though presumably unknowingly) denied the Church-Turing thesis. The

primary weakness of this approach is that it has never produced a working AI

system.

Discounting dynamical systems, the three contending architectures have, effec-

tively, divided up thinking into three incompatible research projects: representing

and inferring, learning and categorizing, and sensing and moving while avoiding

obstacles. Humans, on the other hand, seem to either have one architecture that

can do it all, or several architectures that communicate and work well together. The

need for integrated architecures was recognized early [Newell, 1990]. Developers re-

sponded with systems such as CLARION [Sun, 2007] and LIDA [Franklin et al.,

2014]. The deeper question, however, remains: why was there an architecture war

in the first place, and why did so many view choice of architecture as a philosoph-

ical issue? The answer, we suggest, is that the contending architectures involved

differing assumptions about the semantics of mental representations.

4. The Third War: Mental Semantics and Mental Symbols

Beginning with Frege [1892] and continuing through the eras of logical empiricism

and ordinary-language analysis, philosophers wrestled with the question: “How does

language relate to the world?” This question was broadly interpreted as “How does

language get meaning (semantics) from the world?” Fodor [1975] encapsulates the

consensus answer of 1970s cognitivism: “Language does not relate to the world

directly. Language relates to the mind and mind relates to the world.” Roughly, the

human mind exchanges information with the world via sensors and effectors; this

in turn informs a “language module” that produces language.

The third war undermined this intuitively-appealing consensus. It was a complex

affair, involving internal conflicts in philosophy [e.g. Dummett, 1978], psychology

[e.g. Gibson, 1979], and even biology [e.g. Maturana & Varela, 1980]. We focus in

Dietrich et al. [2021] on the third war as it affected AI. The attack was lead by

Searle [1980] and Chalmers [1996]. Its result was to inextricably link meaning and

consciousness, by arguing via meaning that conscious thinking is not explanatorily

reducible to physical processes. Here is a summary of the argument, starting with

some definitions:
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(1) A process is anything that occurs through time.

(2) A process X is explanatorily reducible to a set Y of subprocesses if and only if

explaining X requires analyzing X into its constituent subprocesses, collected

in Y , in such a way that some thinking thing can see how the behavior of the

processes in Y must result in X.

Science is full of examples of reductive explanations; photosynthesis and its detailed

chemical explanation provides an example. Note the crucial role of a “thinking

thing” in the definition. By seeing how the processes in Y explain X, the thinker

understands how and why X works like it does. Understanding is assumed to involve,

and require, consciousness. Not all good, useful explanations are reductive, but

reductive explanation is the operational goal in the sciences.

(3) A process is (currently) inscrutable if (1) we do not have any reductive expla-

nation for it, and (2) we currently have no idea how for find or construct such

an explanation. A process I is inscrutable from process P if knowing the details

of P leaves I inscrutable.

“Knowing” here is also assumed to involve, and require, consciousness.

Searle’s [1980] Chinese Room Argument, one of the most famous attacks on

AI, concludes that the contents of thinking (i.e. conscious thinking) are inscrutable

from any symbolic processor level. Searle’s argument has never been conclusively

refuted or explained away, even though mountains of analyses and comments have

been written on it, as we review in detail in Dietrich et al. [2021]. Its conclusion

remains if we replace a symbol-manipulating computer with a neural network or an

embodied, situated robot cognizer. The contents of thought are, if Searle is right,

inscrutable from the level of the computational details of the network or the robot.

Consider an extension of Searle’s argument to the human brain: the Fantastic

Voyage Argument outlined in Dietrich et al. [2021]. Imagine that you are in charge

of a large army of molecular-sized people shepherding all the electrochemical in-

formation around in the brain. To do this job you have to know everything about

the brain at the neural-chemical level. Would such knowledge allow you to know

what the brain is thinking? Clearly not. Conclusion: Thinking is inscrutable from

the level of the brains neurons. A weaker version of this argument gives the same

result. Imagine only that you and your army are witnesses to all that goes on in

the brain. Would you know what the brain is thinking? No. The conclusion of the

Fantastic Voyage Argument is that the contents of thinking are inscrutable from

the level of the brain. Nothing about a thinker’s computational or neural details

seems even remotely relevant to contentful thinking or conscious thinking. So the

needed understanding remains unrealized and for all we know now, unrealizeable.

Both of these arguments depend on the assumption that thinking, knowing, and

understanding require consciousness. This suggests, at least, that consciousness is

what makes contentful thought inscrutable: that what is really inscrutable is con-

sciousness itself. This conclusion is exactly in line with that of Chalmer’s “zombie”
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argument [1996], a dramatization of the traditional skeptic’s argument against the

assumption that other people have minds. The inscrutablity of consciousness sug-

gests, in turn, that it is not reducible but rather fundamental. The natural and

increasingly-popular conclusion is some form of panpsychism [Strawson, 2006; Goff,

2019].

The third war raises the cautionary flag already raised by the Turing test. Rely-

ing on intuitions about thinking, knowing, and understanding makes these abilities

seem inexplicable. Perhaps, as Turing [1950] suggested, our intuitions are not a good

guide to how we work.

5. The Fourth War: Rationality, Relevance, and Creativity

We live in a changing world. Even if we just sit on a rock, doing nothing, we,

the rock, and the whole rest of the universe changes – restlessly, ceaselessly. This

changing would not be a problem without minds. It is only minds that care about

change. Minds must keep track of changes in their environments in order to survive,

mate, create, and flourish. The rub is that minds are not only finite, they are small

compared to the quantity of changes that must be tracked. This is clearly a problem:

there are too many changes to keep track of, but not keeping track is a good way

to die. This problem contributes to the Frame Problem [McCarthy & Hayes, 1969],

the deepest problem yet discovered by AI. But it is not itself the Frame Problem.

Suppose you boil water for making rice using a stove and a metal pot and lid.

When the water boils, the water and the pot are hot. To avoid burning your fingers

when you lift the lid off, you must remember to update the temperature of the

lid: the lid is now hot, too. As you make your rice, you want to update all and

only those facts, such as the temperature of the lid, that need updating. But how

do you know which facts need updating? You must update your estimation of the

temperature of the lid, but you needn’t update the number of moons Earth has.

Boiling water on a stove does not affect and is not relevant to the number of moons.

Obviously, you don’t have time to check out all the things that don’t need updating

– there are far too many of them. But in among all the things that don’t need

updating prima facie, there are some that most definitely need updating. These

are the unanticipated side-effects of your action, in this case, of your boiling water

for rice. So, are you doomed to go through your vast list of prima facie irrelevant

things looking for the unanticipated relevancy and update it? When you make a

change, what you want is a way of tracking all the facts relevant to the change while

ignoring all the facts irrelevant to the change. The quest to find such a way is the

Frame Problem. Hayes [1987] put the problem this way (p. 125):

One feels that there should be some economical and principled way of suc-

cinctly saying what changes an action makes, without having to explicitly

list all the things it doesn’t change as well; yet there doesn’t seem to be

another way to do it. That is the frame problem.
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Hayes was not, in this passage, optimistic about solving the Frame Problem.

Fodor [1987] explained why such optimism is elusive, pointing out that what

we need is a robust, predictive theory of what is relevant to what. Such a theory

should be expressed formally, in mathematics and logic. So what we want is a (p.

147, emphasis in original):

FORMAL EXPRESSION [of ] our most favoured [and most strongly sup-

ported] inductive estimate of the world’s taxonomic structure. Well, when

we have [such a theory and such a formal expression], most of science will

be finished.

In short, we have to wait until science is finished (whatever that means) to solve

the Frame Problem. In anything but a closed, artificial domain, this is clearly going

to be a long wait, regardless of what “finished science” means. The Frame Problem

looks intractable, at least in open domains.

We now know that the Frame Problem is undecidable in any open domain. It

is equivalent to the Halting Problem [Dietrich & Fields, 2020]. We have, therefore,

but one option when we change something: examine the “obvious” potential side-

effects as best we can, and hope that the hidden, unanticipated side-effects are not

disastrous. For small changes, this often works. But in general, no. We humans, the

smartest beings on the planet, do not actually solve instances of the Frame Problem.

Rather, we examine what we can and hope for the best. We are doomed to miss

a side-effect here and there. Hence we have global warming, antibiotic resistance,

vaccination denial, evolution denial, smoking related diseases, the Challenger space

shuttle disaster, the Columbia space shuttle disaster, the Covid-19 pandemic, and

on and on.

The Frame Problem is the most important problem yet discovered by AI because

it shows us something universal: the consequences of our necessarily limited human

knowledge in a vast, strange universe. It shows us, in short, that we do not have

“infinite potential”: it is irrational to believe that our limited capacities even assure

our survival. With the Frame problem, the classic AI Wars come full circle.

6. Neuroscience and the Consciousness War

The widespread adoption of real-time neuroimaging techniques, particularly fMRI,

in the early 2000s profoundly altered the academic debate about consciousness.

What had historically been a philosophical conversation conducted with thought

experiments became an empirical investigation conducted with real experiments

and with the neural (activity) correlates of consciousness (NCCs) as the main re-

sults being sought [Rees, Kreiman & Koch, 2002]. This empirical turn effectively

replaced ontology with functional correlation, a replacement still subject to vigorous

debate (see, e.g. Dehaene, Lau & Kouider [2017] versus Carter et al. [2018]). More

importantly, the focus of the investigation changed. “Unconscious” was clarified to

the operational goal of surgical anaesthesia: no reportable or detectable awareness.
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What counted, in practice, as reportable or detectable awareness became a critical

theoretical issue with immediate implications in the clinic [e.g. Boly et al., 2013].

This focus on awareness, however minimal, as definitive of consciousness is con-

sistent with a literal reading of the notion of a philosophical zombie discussed in

§4. It rejects possibly human-specific nuances, e.g. the rich autonoetic awareness of

episodic memories [Suddendorf & Corballis, 2007], as definitive of or criterial for

consciousness. It focuses instead on easily-universalized criteria like sensitivity to

light or the ability to feel pain.

A second critical change, not uncoupled from the first, also occurred in the early

2000s: the Cartesian presumption against nonhuman consciousness was abandoned

seemingly overnight. This shift in attitudes occurred, in part, as well-established

anatomical similarities across mammalian brains were linked to functional similari-

ties and then, in many cases, to NCCs. Arguments from psychologists and neurosci-

entists that nonhuman animals [Panksepp, 2005] and even human infants [Rochat,

2003] were aware, experiencing beings were contemporaneous with bold panpsy-

chist statements from philosophers [Strawson, 2006]. Today it is uncontroversial to

talk about birds [Güntürkün & Bugnyar, 2016; Nieder, Wagener & Rinnert, 2020]

and cephalopods [Mather, 2019; Schnell et al., 2020] as conscious, and a substan-

tial emerging literature extends consciousness to plants [Gagliano & Grimonprez,

2015; Calvo, Baluška & Trewavas, 2020] and even micro-organisms [Levin, 2019;

Lyon, 2020]. It is hard to overstate the importance of this shift in intuitions about

consciousness in nonhumans: it renders zombie-style arguments (cf. §4) far less effec-

tive, not only within the bioscience community but for an increasingly-larger public.

Thinking of machines, or at least machines with organism-like feedback-driven con-

trol systems (and hence positive integrated information Φ [Oizumi, Albantakis &

Tononi, 2014]) as conscious becomes considerably more plausible [Tononi & Koch,

2015]. A broad panpsychism becomes, correspondingly, a more attractive default

position [Goff, 2019].

A third, somewhat more subtle, change accompanied these first two. Driven in

part by the same intuitions that drove the moves toward embodiment and ANNs

discussed in §3.2, cognitive psychology increasingly turned toward a deeper investi-

gation of highly-automated “unconscious” thinking [Bargh & Ferguson, 2000]. The

ability to perform, and in some cases substantially complete, complex, cognitively-

demanding tasks in a highly-automated fashion correlates broadly with expertise in

those tasks [Bargh & Ferguson, 2000; Cianciolo et al., 2006], and the difficulty in

accessing the “tacit” or “background” knowledge enabling such performance goes

some way toward explaining the failure of the knowledge engineering and expert

systems paradigms and the resulting AI winter of the 1990s. Social expertise pro-

vides an important case in point [Bargh et al., 2012; Chater, 2018]; for example,

the rules governing fluent natural language performance, something every human

infant learns, remain unknown in detail despite decades of effort. Reasonably fluent

natural language systems are, in practice, developed not by explicit rule encoding

but by deep learning [Floridi & Chiriatti, 2020], as are in-fact expert AI systems
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in domains like protein folding [Senior et al., 2020]. It is not surprising, from this

perspective, that explainable AI (XAI) presents many of the same challenges as

cognitive psychology [Taylor & Taylor, 2020].

These three developments pose a fundamental challenge to AI as it was con-

ceived by Turing [1950], as it continued to be conceived during the AI Wars of the

latter 20th century, and as it is still conceived in popular media and the popular

imagination. The very structure of Turing’s imitation game (§2.2) assumes an arti-

ficial agent with human-like thought processes, and “human-like” AI remained the

target, explicitly or implicitly, throughout AI’s first 50 years. The gradual abandon-

ment of this target since 2000 is reflected in our professional language: the quest for

human-like AI has been specialized to a subdiscipline: artificial general intelligence

(AGI; [Goertzel, 2014]). Most of AI, including virtually all of commercial AI, plows

forward with little or no concern for the requirements of human-like AGI.

What does this mean for the debates about representational semantics and prag-

matic meaning that constituted the Third War (§4), and what does it mean for

the “consciousness war” that continues today? Intentional stances taken for con-

venience aside [Dennett, 1987], all but the most fervent panpsychists regard ther-

mostats as unconscious (see, e.g. the celebrated debate between Aaronson [2014b]

and Tononi [2014]). Why? Does anyone care whether thermostats are conscious?

Modeling human-like emotion has become important enough to merit its own IEEE

journal (Picard [2010] provides a brief history), while intrinsic motivation, e.g. for

learning, is a critical requirement for autonomous robotics [Oudeyer & Kaplan,

2007]. Do we care, however, whether an elder-care robot really feels sympathy or

an iCub really feels curious? It is deeply irrational not to care whether autonomous

vehicles have functional situational awareness (see §7.1 below), but does anyone

really care whether they can see?

These questions sound strange, but also strangely familiar. Do we care

whether bacteria are conscious? What about trees, insects, or octopi? Within an

architecturally-based theoretical framework like IIT [Oizumi, Albantakis & Tononi,

2014], two systems can be constructed of exactly the same kinds of components, and

display exactly the same behaviors, but one (with recurrent architecture) has robust

consciousness and the other (with feedforward architecture) has none whatsoever.

Is it plausible to really care this much about architecture?

Questions about caring pull in two directions, that of moral concern and that

of ontology. The Cartesian worldview tied these neatly together: having souls made

humans ontologically special, and only humans, because of their specialness, were

subjects of moral concern. The revolution in neuroscience and the accompanying

extension of consciouness beyond humans to other mammals and then to all of life

cut this Cartesian knot. It also raised the standard from plausibility to empirical

support. Empirical support is conceptually straightforward, though technically chal-

lenging, for NCCs. Despite high-profile claims to test “theories of consciousness”

as if they were ontological [Reardon, 2019], however, the argument that ontological
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claims about consciousness are empirically empty (cf. the discussion in §4) steadily

gains support [Doerig et al., 2019; Kleiner & Hoel, 2020]. Whether panpsychism

is true or false, or true in some limited domain and false outside of it, remains a

philosophical question, one increasingly tied back to practical and moral concerns

(e.g. by Goff [2019]). We consider these concerns in the next section.

What remains to AI are two questions rarely formulated before 2000, but in-

creasingly urgent today. First, do we even want AIs with human-style consciousness?

Human-style consciousness is plentiful: all humans have it. Do we need more of it,

packaged in a different form? If so, what for? Second, what might a native AI

consciousness look like? An octopus, with its highly-decentralized brain, may expe-

rience the world very differently from a human. Might octopus-like consciousness be

better than human-like consciousness for, say, an air-traffic control system? What

kind of consciousness would be optimal for an internet load-balancer, an automated

securities-trading system, a mining prospector to be sent to Mars? These questions

duck the issue of ontology. But they may be the important questions going forward.

7. AI Applications and the Ethics War

7.1. Ethical issues surrounding AI applications

Concerns about the social impact of AI were largely left to science fiction during

the period of the classic AI wars, with stories of AI and robot revolutions becoming

a common trope. From a philosophical perspective, AI ethics grew out of the field

of computer ethics that emerged in the mid-80s [Johnson, 1985/2001]. AI ethics

developed as its own research program around 2000; the field of robot ethics soon

followed [Bostrom, 2003; Brooks, 2003; Veruggio & Operto, 2008; Wallach & Allen,

2008; Anderson & Anderson, 2011; Lin, Abney & Bekey, 2011; Lin, Abney & Jenk-

ins, 2017a]. This relatively late attention to AI ethics can be understood, at least

in part, as due to the paucity of practical AI applications prior to 2000. An op-

portunity was missed, however, to address potential ethical issues early on when

changes in the technology could have been more easily accomplished rather than

waiting for problems that may be deeply rooted in the design or implementation of

the technology to emerge [Bunge, 1977; Drozdek, 1992; Adam, 1998; Dennett, 1998;

Sullins, 2005; Floridi, 2008; Hall, 2009; Moor, 2011; Lin, Abney & Jenkins, 2017a;

Bonnemains, Saurel & Tessier, 2018; Coeckelbergh, 2020].

One of the first philosophical questions asked in AI and robot ethics initially

arose in science fiction: what is the moral status of AI applications? We consider

this question in §7.2 below; here we focus on the more immediately relevant question

of impacts on human populations or society. Four areas in particular have received

sustained attention:

(1) Weapons: The AI wars went from metaphorical to literal over the last few

decades as the technology became used in defense initiatives [Lin, Bekey & Ab-

ney, 2008; Singer, 2009; Arquilla, 2010; Dabringer, 2011; Floridi & Taddeo, 2014;
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Doubleday, 2019]. Governments and industry have moved from remote control

systems, to semiautonomous systems, to fully autonomous weapons systems;

all three are found regularly on the battlefield and most military systems can

switch between all three modalities as the mission dictates. While this advance

in technology can seem predetermined and impossible to roll back, it raises

significant moral questions, one of the most important being who is responsi-

ble when an autonomous system kills [Dennett, 1998; Champagne & Tonkens,

2015; Docherty, 2015; Gunkel, 2017]. It has also been argued that using robots

in warfare is possibly even morally preferable to the warfare of the past, which

we should remember was never morally unquestionable [Arkin, 2008; Lin, Bekey

& Abney, 2008; Arkin, 2009; Sullins, 2010; Lin, 2014]. None of this is settled at

this point and there has been vigorous debate and calls for a ban on developing

and deploying these systems [Asaro, 2012; Wallach & Allen, 2013; Arkin, 2015;

Howard, 2015; Sharkey & Sharkey, 2019].

(2) Vehicles: Autonomous vehicles have been a dream since the early days of auto-

motive technology. Much time and resources have been delegated to this indus-

try and there are many prototypes operating on the streets of the world. This

technology has more than theoretical ethical impacts: it can impact bystanders

with lethal force and it has done so already [Griggs, 2018]. Determining respon-

sibility when things go wrong is an ethical concern with these technologies, as

it is with autonomous weapons [Bonnefon, Shariff & Rahwan, 2016; Lin, 2016;

Bhargava & Kim, 2017; De Sio, 2017; Lin, 2017]. Since these vehicles are on

public streets they represent a public health concern [Fleetwood, 2017]. For all

of these reasons, calls for developing governance policies for autonomous vehi-

cles have been raised [Anderson et al., 2014]. An interesting development is the

research being done to implement ethical reasoning in the vehicles themselves

so they can solve problems as they arise in real time [Goodall, 2014; Gerdes

& Thornton, 2015]. The debate about autonomous decision making has tradi-

tionally centered around no-win decisions exemplified by trolley problem [Foot,

1967/2002]. Much has been written about this classic philosophical problem

[Goodall, 2016; Lin, 2016; Govindarajulu & Bringsjord, 2017]; however, others

have argued that it is a red herring and there are other more pressing con-

cerns in programming ethical reasoning in autonomous vehicles [Gurney, 2015;

Himmelreich, 2018].

(3) Social robotics: Digital assistants, care robots, robot pets, robot sex toys, and

even the ubiquitous telephone chatbots intrude into and hence affect ordinary

social interactions. Two broad groups of issues have received particular atten-

tion: the tendency of these systems to reflect and hence reinforce racial, gender,

class, and other stereotypes [Adam, 1998; Noble, 2018; Benjamin, 2019] and

their general affect on moral behavior, particularly in the case of sex robots

[Levy, 2009; Sullins, 2012; Danaher & McArthur, 2017]. These issues are obvi-

ously linked, and concerns within the industry have become sufficient that tech
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workers are seeking to unionize to gain more say in their organizations about

what projects to accept and to mitigate ethical impacts that their work creates

[Gahffary, 2021]. In the particular case of sex robots, some argue that use of

such systems can be healthy or even therapeutic [Hawkes & Lacey, 2019], while

others argue that they are perverse extensions of sexual violence and abuse that

women have suffered for millennia [Richardson, 2016; Kubes, 2019]. A third po-

sition has also developed arguing that these applications pose potential moral

harm, but if different, more inclusive and ethically bound design parameters

are used, they might result in positive additions to the human moral landscape

[Sullins, 2012; Peeters, 2019].

(4) Privacy and governance: Issues of personal privacy, intrusive marketing, AI-

driven manipulation, and surveillance have lead to regulations in some jurisdic-

tions (e.g. the General Data Protection Regulation in the E.U.) and calls for

broader legal governance [Etzioni & Etzioni, 2017; Dignum, 2019]. Some argue

that laws and governance will be sufficient to maintain control over AI systems

and the companies that produce and deploy them [Kowert, 2017], while others

point to the widespread use of surveillance for social control [Leong, 2019; Bar-

toletti, 2020]. More subtle issues include predictive policing [Benjamin, 2019]

and the ubiquitous use of “nudging” to construct social-media echo-chambers

[Jodi, 2015; Roth, Maziéres & Menezes, 2020] and for manipulative marketing.

It is of interest that ethical issues in all of these areas were highlighted by Weizen-

baum [1976] in his critique of the early AI “psychotherapist” ELIZA, which he

himself had created. Weizenbaum argued that humans have no cognitive defenses

against social AI, an argument that is currently played out in the international

news.

7.2. Could embodied AIs be ethical agents?

The question of embodiment arose during the war over architecture as discussed in

§3.2 above, but did not achieve practical importance until the robotics revolution

of the early 2000s. The issue of embodiment goes, however, beyond architecture

to debates about metaphysics and ontology, and offers surprising insights into the

debates about ethics, particularly the possibly of AIs as ethical agents, within the

ongoing AI wars.

The contemporary caricature of AI ethics comes in the form of Asimovs three

(four) laws of robotics. Of course, no one who has read any of Asimov’s stories would

be tempted to take these seriously, as the “laws” feature in the stories precisely to

highlight the many surprising and easy ways they can be violated. Yet certain

attempts to talk about AI ethics start at roughly the same place, with simple,

rule-driven systems [Bringsjord & Taylor, 2012; Bello & Bringsjord, 2013]. Most of

these case studies seem to approach the problem exactly as Asimov imagined in his

fiction, varying in what the exact rules are, or whether they follow something like a

deontological system or a utilitarian one. But the questions that drive the current
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and future ethical AI Wars can be seen growing directly out of those previous

debates, largely nesting in the places where questions remained unsolved even as

other questions seemed to reach resolution.

When philosophers talk about embodiment in relation to AI, everyone is quick to

point out that a computer is a physical system in a real space, and is thus embodied,

in a sense. While this is true, the real force of the embodiment debates is more about

the capacities of materials and form of embodiment a machine may take in relation

to the kind of mind that researchers hope will result [Anderson, 2003]. There are

a number of ways this matters when we think about the future of AI. First, there

are social questions with ethical counterparts as discussed in §7.1 above: why are

AI assistants (like Alexa and Siri) gendered as women [Siegel, Breazeal & Norton,

2009; Shaw-Garlock, 2014; Otterbacher & Talias, 2017]; why are so many humanoid

corporate robots white [Bartneck et al., 2018]; how does the form of the robot affect

how humans relate to it, such as when companion social robots have animal forms

like Paro, while concierge robots like Pepper have a diminutive humanish shape

[Darling, 2017], and other questions of this sort. Second, there are questions about

the influence that bodily forms have on concept-formation [Lakoff & Johnson, 1980,

1999] and, from there, it’s a short trip to moral imagination [Johnson, 1993; Dewey,

1998; Fesmire, 2003; Brown, 2020] and hence, ethics. These questions relate back

to the discussion of kinds of minds in §6, but take on increasing importance as we

think about how this relates to questions about the conditions for the possibility

of ethical AI. Finally, there are questions that relate embodiment to ethics more

directly, through an enactive sense that marries consciousness to embodiment before

enabling the possibility of ethics at all [Varela, 1999; Thompson, 2001; Torrance,

2008; Colombetti & Torrance, 2009; Torrance, 2014].

In a sense, everything old is new again in AI. The arguments about AI ethics

about which rules are the correct rules, without acknowledging the problems in

rule-based approaches generally, see their most promising rebuttal in the form of

something like practical wisdom, or artificial phrōnesis [Gerdes, 2016; Sullins, 2016;

Vallor, 2016]. Similar arguments can be found in Dewey [1998] and more contempo-

rary versions in Varela [1999]. For example, Varela’s discussion of the failed strict

computationalist paradigm in AI points out that “early optimism has given way

to the recent and growing conviction that artificial intelligence worthy of the name

will not be achieved without first understanding the situated embodiments of simple

acts” (p. 8). And while some contemporary theorists reconcile an embodied, situ-

ated view with a version of computationalism (again see §3.2), many remain unsure

such a reconciliation is possible [e.g. Di Paolo, 2003]. The problem, as Varela [1999]

puts it, is “that the cognitive structures of human life emerge from recurrent senso-

rimotor patterns” (p. 15) and so it is the sensorimotor patterns that AI researchers

are trying to replicate, but often without anything like a body with an (analog for

an) appropriate kind of sensorimotor system.

Whether we’re thinking about ethics or more mundane activities in AI, criti-

cisms that emphasize embodiment raise the Frame Problem (see §5) in a new form.
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Humans and other organisms are always embedded in some specific circumstance,

are always ready for action, and move quickly from one state of readiness-for-action

to another. Embodied robots must do the same. The Frame Problem can be viewed

as an infinite regress, demanding rules for the application of other rules all the way

down. Here the claim is that any such regress hits a background of sensorimotor

habit, or at an even lower level, structural or architectural capability. In the face

of an unsolvable Frame Problem, all any system can do is cope: guess and hope for

the best. Artificial phrōnesis – skillful coping – becomes a potential way forward.

8. Conclusions

Philosophers do not solve problems [Dietrich, 2011]; their job is to ask questions.

They have been asking questions about knowledge, inference, rationality, and moral-

ity for millenia. It is not, therefore, surprising that philosophers have had a difficult

time with AI, with its move-fast-and-break-things culture, its enthusiasms, and its

rapid penetration into every aspect of ordinary life. Neither is it surprising that

many – quite possibly most – in AI have little patience for philosophers. If your job

is to build something that works, nagging subtleties are not your first concern.

Great Philosophical Objections to Artificial Intelligence: The History and Legacy

of the AI Wars traces the history of this difficult relationship from Turing [1950] to

the present, showing how the first wave of philosophical attacks on AI morphed into

the present, more nuanced and multidisciplinary, discussions of consciousness and

ethics. While popular culture continues to offer a steady stream of fantasy AIs that

look and act like humans, philosophical discussions of AI increasing concern actual

or near-future AI systems for which being an “artificial human” is not the goal. As

with industrial robots, most of these replicate and extend only some task-specific

fraction of human cognition; autonomous vehicles, securities-trading systems, and

even sex robots are valuable precisely because they do not replicate human cognition

or behavior in general. Experimental platforms like the iCub are mini-AGIs, but

are explicitly tools, not artificial children.

We can therefore ask: has the original goal – assuming it was a goal – of human-

like AI become obsolete? Are we not in an era of surpassing human capabilities

in narrow areas, while trying to avoid the pitfalls of human cognition in general?

As our understanding of the Frame Problem has improved, we have come to see

more clearly how far humans fall short of solving it. From Simon [1972] onward,

studies of human cognition in the laboratory and in the field have demonstrated

that the ideal rational agent of Aristotle, Descartes, or John Stuart Mill is not even

a good approximation. As AI, driven by opportunity or necessity, turns more to the

task of constructing distinctly non-human forms of intelligence, how will philosophy

respond? The AI Wars, we expect, will only get more interesting.
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